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A B S T R A C T

The dispersion curves of (elastic) waveguides frequently exhibit crossings and osculations (also known as
veering, repulsion, or avoided crossing). Osculations are regions in the dispersion diagram where curves
approach each other arbitrarily closely without ever crossing before veering apart. In semi-analytical (un-
damped) waveguide models, dispersion curves are obtained as solutions to discretized parameterized Hermitian
eigenvalue problems. In the mathematical literature, it is known that such eigencurves can exhibit crossing
points only if the corresponding matrix flow (parameter-dependent matrix) is uniformly decomposable. We
discuss the implications for the solution of the waveguide problem. In particular, we make use of a simple
algorithm recently suggested in the literature for decomposing matrix flows. We also employ a method for
mode tracing based on approximating the eigenvalue problem for individual modes by an ordinary differential
equation that can be solved by standard procedures.
1. Overview

It is well known among researchers working on the simulation or
experimental application of guided waves that the dispersion curves
of such systems may cross or, in other cases, approach each other
very closely without crossing. The latter situation is often referred to
as osculation, mode veering, mode repulsion, avoided crossing, eigenvalue
avoidance, or even mode kissing. These two cases can be difficult to
distinguish in the dispersion diagram since what looks like a crossing
at first sight, may reveal to be an osculation only after significant
magnification; see Fig. 1 for an example. In fact, we will see that the
distance between two seemingly crossing modes can, in principle, be
arbitrarily small and may only be limited by the machine precision
when putting numerical methods into practice.

When considering the eigenvectors (representing the mode shapes
of waves propagating along the guide), the differences become even
more subtle as, oftentimes, the eigenvector of the one mode just before
the osculation is rather similar to that of the other mode after the oscu-
lation [1]. This phenomenon is visualized in Fig. 1(b), where two modes
rapidly switch their property of being almost symmetric/antisymmetric

∗ Corresponding author.
E-mail address: hgravenkamp@cimne.upc.edu (H. Gravenkamp).

1 We decompose the normalized eigenfunctions into their even and odd parts. The shown ‘‘level of symmetry’’ is the difference between the square integral
of the even part and the odd part; for details, see Appendix.

2 We should note that a different definition of an osculating curve exists in the scope of differential geometry where it relates to curves that do contact one
another – in contrast to the phenomenon of osculations in the context of dispersion curves.

with respect to a waveguide’s symmetry line.1 It can seem like a futile
task to try and connect the discrete points in a dispersion diagram in
a way that consistently represents individual modes and to determine
precisely whether a point represents a crossing or an osculation. We
may even ask ‘Does it matter?’ – ultimately, any experiment will involve
a finite frequency and time interval, and a numerical simulation will
usually include all resolvable modes at a given frequency, irrespective
of their relationship to modes at other frequencies. Nevertheless, there
is a desire to shed some light on this issue, even if it were just for
the seemingly mundane purpose of establishing a consistent naming
convention for the individual modes. Beyond that, researchers have
been fascinated with such mode-veering or osculation phenomena,
as indicated by countless essays on the occurrence, relevance, and
interpretation of these effects.2

A particularly basic – yet not any less confusing – example may help
to illustrate the problem: Consider an unbounded homogeneous linearly
elastic isotropic plate with traction-free surfaces (Lamb’s problem). It is
well known that the Lamb wave modes can be separated into two sets
of symmetric and antisymmetric ones (with respect to the midplane).
Numerically, we can compute these sets individually by discretizing
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Fig. 1. Dispersion diagram of Lamb waves in a slightly inhomogeneous plate and magnification of an osculation (in the region indicated by the circle in (a)). One half of the
plate has a 1% larger shear modulus than the other.
only one half of the plate’s thickness and applying symmetric/antisym-
metric boundary conditions – i.e., fixing the displacement first in the
𝑥-direction and then in the 𝑦-direction at the symmetry line. Plotting
all modes in one graph reveals that many of the dispersion curves
belonging to different sets cross each other. As we can compute the two
sets individually, we can be certain that these are indeed crossing points
rather than osculations. This approach, of course, is only applicable if
the structure of interest has such symmetries. We may, for instance,
consider a similar plate, with the only difference being that the upper
and lower half have slightly different material parameters. Hence, we
have no other option than to model the full plate as one. In this case,
it is known that the former crossing points now become osculations –
one such osculation for exactly this problem is shown in Fig. 1(b). This
behavior may seem unintuitive: the difference in material parameters
can be arbitrarily small; still, in theory, we obtain crossing points only
if this difference is precisely zero. In a discretized numerical system,
we could argue that it is mainly a matter of accuracy whether or not
we are able to resolve such an osculation. For details on this and other
examples, we refer to the work by Kausel et al. [2], who meticulously
derived the conditions for the existence of osculations (or absence
of double-roots) for several systems, including the aforementioned
homogeneous plate. The case of homogeneous isotropic plates is also
discussed in the earlier papers by Veres et al. [3] as well as Zhu &
Mayer [4]. Discussions on how to predict the mode segregation based
on material symmetries in the case of plates can also be found in [5,6].

In this current communication, we want to look at this topic from
a different angle and apply results that have been discovered by math-
ematicians in the context of the analysis of certain matrix functions or
matrix flows. Though the terminology is not unique, we use matrix flows
as in the papers by Uhlig et al. [7,8] to refer to matrix functions that
depend continuously on one parameter, say 𝐄(𝑘). Alternatively, such a
function has simply been called parameter-dependent matrix. Often, the
parameter is associated with a time variable, while, in our case, we
will identify it as a wavenumber, denoted as 𝑘. The matrix 𝐄(𝑘) can
then be interpreted as a wavenumber-dependent stiffness matrix at a
given location along the waveguide. Since the works of von Neumann
and Wigner [9], it is known that the eigencurves of the type of matrix
flow considered here (to be defined later) cannot cross unless it is
uniformly decomposable. Uhlig [7] points out that this crucial condition
is frequently overlooked, leading to significant confusion on this topic.
Decomposable means that a matrix can be block-diagonalized by a
similarity transformation. In the case of a matrix flow, we are interested
in whether it can be uniformly decomposed, i.e., whether there is a
transformation that leads to proper block-diagonal matrices with the
same block structure for any value of the parameter 𝑘. Proper block-
diagonal means that the matrix consists of more than one block. If this
is the case, we can compute the eigencurves of each block separately.
For each (indecomposable) block, we then know that the eigencurves
do not cross, making the sorting and labeling of eigenvalues trivial. As
2

we have already seen, the waveguide problem may or may not exhibit
eigencurve crossing, depending on the geometry and material. Thus,
the corresponding matrix flows should reveal such a structure.

These theoretical results, albeit extremely useful, appear to have
remained unnoticed in the field of waveguide modeling. In fact, many
authors proposed methods for mode tracing in the post-processing,
i.e., for following the individual dispersion curves to determine which
of the discrete computed points in the frequency–wavenumber-plane
belong to the same mode. A typical idea is to employ the modal as-
surance criterion (MAC); see, e.g., [10] for an overview. This approach
establishes a measure for the ‘similarity’ of eigenvectors and assumes
that two mode shapes with a large MAC value belong to the same mode
(which may be misleading in the vicinity of osculations as mentioned
above). Other authors have made use of extrapolation using Taylor-
or Padé-expansion [11], where derivatives are either approximated
by finite differences from previous points in the dispersion diagram
or by evaluating eigenvalue derivatives directly [12]. Applying the
concept of block-diagonalization, we can eliminate the need for such
post-processing efforts if we can determine – at least numerically for a
given matrix flow – the decomposability of the involved matrices and
compute the corresponding transformation matrices. For this purpose,
we will follow a pragmatic approach recently suggested by Uhlig [13]
for general matrix flows. Uhlig computes the eigenvalue decomposition
of the matrix at some value of the parameter, say 𝐄(𝑘a), and applies
the eigenvectors to transform the matrix flow at some other value
𝐄(𝑘b). By re-sorting the rows and columns, it is easy to assess whether
the resulting transformed matrix can be written in block form. If so,
we compute the eigenvalues of each separate block. The idea is that,
as long as we are successful in applying the same transformation
based on the same eigenvectors computed at 𝑘a to obtain the same
block structure, we know that the eigencurves that belong to the same
block do not cross, and further post-processing is unnecessary. This is
certainly true when all eigenvalues of 𝐄(𝑘a) are distinct; the special case
of repeated eigenvalues is discussed in Section 3.3.

We emphasize that the discussion in this paper is, for now, limited
to Hermitian matrix flows, which occur in the common semi-analytical
models of acoustic and elastic undamped waveguides. By discretiz-
ing the waveguide’s cross-section, these approaches are quite gener-
ally applicable to complex geometries and inhomogeneous materials.
However, we exclude damping (be it through viscoelastic materials
or radiation into an unbounded domain) [14–18], which leads to
non-Hermitian systems.

Since we are touching on the topic of mode tracing, we also include
in Section 4 the application of another very interesting approach to the
computation of eigencurves. This approach came, once again, to our
attention through the works of Uhlig on matrix flows [8] and, once
again, appears to be unknown in the context of waveguide modeling.
The idea is to rewrite the eigenvalue problem (for one particular
mode) as an ordinary first-order matrix differential equation in the
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parameter 𝑘. This differential equation can be easily solved by standard
algorithms, using known solutions at some 𝑘 as initial values. We are
not yet sure about this approach’s practical usefulness in the context of
the waveguide problem. It can be computationally efficient in certain
cases where a limited number of modes is of interest. In any case, we
believe that this approach will be interesting to researchers working on
guided waves, as it gives a very different perspective on the solution of
the dispersion curve problem.

2. Problem statement

We consider wave propagation in linear elastic media along a
structure of constant cross-section. Hence, the governing equation for-
mulated for the stress tensor σ, in the absence of body forces, is

∇ ⋅ σ − 𝜌�̈� = 𝟎 (1)

ith the assumed linear material law being defined by the constitutive
ensor 𝐂

= 𝐂 ∶ ε , (2)

nd the strains are obtained by the standard linear relation from the
isplacement vector 𝐮

= 1
2
(∇𝐮 + ∇𝐮T) . (3)

As usual, 𝜌 denotes the mass density, �̈� is the acceleration, ∇ is the
Nabla operator, and (⋅)T indicates the transpose. Note that the gov-
erning equations hold in two and three dimensions with the displace-
ment vector consisting of the entries (𝑢𝑥(𝑥, 𝑦, 𝑡), 𝑢𝑦(𝑥, 𝑦, 𝑡)) or (𝑢𝑥(𝑥, 𝑦, 𝑧, 𝑡),
𝑢𝑦(𝑥, 𝑦, 𝑧, 𝑡), 𝑢𝑧(𝑥, 𝑦, 𝑧, 𝑡)), respectively, and the corresponding second-
order stress tensor of dimension 2 × 2 or 3 × 3. We use a semi-analytical
method to compute the modes that can propagate along the waveguide.
That is to say, we employ a weak form of the governing equation
only on the waveguide’s cross-section and discretize the same in the
finite element sense. Along the propagation direction, the problem
remains continuous. While there are countless methods to compute
dispersion curves of elastic waveguides (e.g., [19,20]), we are inter-
ested in those that lead to a matrix function of the wavenumber,
involving (for now) only constant coefficient matrices. In addition,
we wish to restrict the discussion to Hermitian eigenvalue problems.
There are several closely related methods to achieve this goal, in
particular, the thin layer method (TLM) [21–23], scaled boundary finite
element method (SBFEM) [24–26] and semi-analytical finite element
method (SAFE) [27–29]. For the simple application discussed here
where only systems of a constant cross-section in the frequency domain
are addressed, these methods can be considered to be equivalent.3 For
computing the modes, we formally perform a two-dimensional Fourier
transform such that we obtain a formulation in the (𝜔, 𝑘)-domain,
where 𝜔 is the angular frequency, and 𝑘 denotes the wavenumber in
the direction of wave propagation along the waveguide. We refrain
from presenting the details of the derivation as it can easily be found
in the literature on the aforementioned methods. Here, we are mainly
interested in the resulting eigenvalue problem and the properties of the
matrices involved. After the discretization and transformation outlined
above, we obtain an eigenvalue problem depending on the parameters
𝜔 and 𝑘 in the form

(𝑘2𝐄0 − 𝑘𝐄1 + 𝐄2)ϕ = 𝜔2𝐌ϕ . (4)

3 In a nutshell, the TLM was developed in the context of simulating soil
ayers [21]. The SBFEM has its origin in the TLM [30] and generalizes it to
ore complex (polytopal) domains [31,32]. The SAFE method was developed

ndependently in the context of ultrasound simulation but uses the same
oncept as the TLM [14,33]. Interesting differences exist in the application
f these methods to more complex geometries and materials, but we will not
3

elve into the details here. e
Here, the eigenvector ϕ contains the coefficients (typically nodal dis-
lacements) of the finite-element discretization on the cross-section4

for a given mode, and the matrices 𝐄0, 𝐄1, 𝐄2, 𝐌 are finite-element
matrices computed by numerical integration over the cross-section.
From a finite element point of view, 𝐌 is nothing but the mass matrix
of the cross-section, while (𝑘2𝐄0 − 𝑘𝐄1 +𝐄2) represents a wavenumber-
dependent stiffness matrix. The following properties are observed (in
the absence of material damping):

• 𝐄0 and 𝐌 are positive definite, 𝐄2 is positive semi-definite.
• 𝐄1 is imaginary, while 𝐄0, 𝐄2, 𝐌 are real.
• All four matrices are Hermitian (i.e., 𝐄H

𝑖 = 𝐄𝑖, 𝐌H = 𝐌).

e use (⋅)H to denote the Hermitian (or conjugate) transpose. We
ighlight again that we do not consider material damping in the
urrent work, as its inclusion is typically done by introducing complex-
alued material parameters [35], rendering the eigenvalue problem
on-Hermitian. This, in turn, has strong implications for the following
pproaches to matrix decomposability.

emark 1. This eigenvalue problem is often modified by writing it
or i𝑘 instead of 𝑘, making all matrices real-valued. This substitution
an be useful, particularly when computing the wavenumbers at a
iven frequency. However, in that case, we have a term involving
𝐄1, which is not Hermitian. Also, since 𝐌 is invertible, it may seem
onvenient to multiply Eq. (4) by 𝐌−1, but this again may lead to a non-
ermitian system. As Hermitian matrices are crucial for the following
lgorithms to be applied effectively, we will address the generalized
igenvalue problem in the above form. Let us note, however, that since

is positive definite, we could transform Eq. (4) into the equivalent
ermitian system

𝑘2�̂�0 − 𝑘�̂�1 + �̂�2) ϕ̂ = 𝜔2 ϕ̂ , (5)

where ϕ̂ = 𝐌1∕2ϕ and �̂�𝑖 = 𝐌91∕2 𝐄𝑖 𝐌91∕2 for 𝑖 = 0, 1, 2. In contrast
to (4), when computing 𝜔2 for a given 𝑘, the above formulation is a
standard eigenvalue problem.

Remark 2. In addition to the semi-analytical methods listed above,
another popular one is the spectral collocation method [36–38]. While
this method leads to an eigenvalue problem of the same form as Eq. (4),
the properties of the matrices are different. Perhaps most importantly,
it usually leads to a singular system. Hence, we exclude this method
from the current discussion. Furthermore, an alternative for analyzing
the modal behavior consists in discretizing a section of the waveguide
rather than only its cross-section. This approach, sometimes referred
to as Wave Finite Element Method, is beneficial for structures that are
periodic (but not homogeneous) [39–41]. However, it leads to a matrix
structure different from the one we address in this work.

The two-parameter eigenvalue problem (4) has infinitely many
solutions, i.e., there exist infinitely many combinations of frequencies
and wavenumbers for which the eigenvalue problem is satisfied. The
task is usually to compute the wavenumbers for a given frequency range
or vice versa (depending on the application, one of the two approaches
may be preferred). To compute the dispersion curves, we are interested
in the real-valued solutions of the wavenumber (in the absence of
damping). In this case, it is usually more convenient to define a range

4 Various different interpolants can be employed as trial and test functions,
uch as the standard Lagrange interpolation polynomials, hierarchical shape
unctions, NURBS and other splines, or moving least squares; see [34] for
n overview in the context of the SBFEM. While the approximations have
ertain advantages and drawbacks, these differences are not relevant to the
urrent discussion. Here, we can, for all means and purposes, assume that the
ross-section is discretized by basic node-based shape functions; hence, the

igenvector contains nodal displacements.
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of wavenumbers and compute the corresponding frequencies, as Eq. (4)
can be treated as a linear eigenvalue problem for 𝜔2, while it is
quadratic in 𝑘. We may then abbreviate the eigenvalue problem as

𝐄(𝑘)ϕ = �̄�𝐌ϕ (6)

with �̄� = 𝜔2 and 𝐄(𝑘) = 𝑘2𝐄0 − 𝑘𝐄1 + 𝐄2, establishing a generalized
igenvalue problem of the matrix flow 𝐄(𝑘). Alternatively, we will write

𝐄(𝑘)Φ = 𝐌ΦΩ (7)

with the matrix Φ containing all eigenvectors as columns and the
iagonal matrix Ω, which contains the corresponding eigenvalues on
he diagonal. For ease of notation, we explicitly write only 𝐄(𝑘) as

a function of 𝑘 while the resulting eigenvectors and eigenvalues, of
ourse, depend on 𝑘 as well. Note that 𝐌 is a constant matrix.

. Computing dispersion curves utilizing block-diagonal decom-
ositions

.1. Decomposability of generalized Hermitian matrix flows

In order to apply the method of decomposing the matrix flow and
olving each block separately, we make a straightforward extension of
he approach in [13] to generalized eigenvalue problems. Consider the
atrix flow, Eq. (7), at a given value of 𝑘, say 𝑘a, and compute the

orresponding eigenvector and eigenvalue matrices as

(𝑘a)Φa = 𝐌ΦaΩa . (8)

ince 𝐄(𝑘a) is Hermitian, and 𝐌 is Hermitian positive definite, both
H
a 𝐄(𝑘a)Φa and ΦH

a 𝐌Φa are diagonal, and it is common to normalize
he eigenvectors such that
H
a 𝐄(𝑘a)Φa = Ωa , (9a)

ΦH
a 𝐌Φa = 𝐈 . (9b)

ence, the matrices 𝐄(𝑘) and 𝐌 are diagonalizable for any 𝑘 by a
similarity transformation using the corresponding eigenvectors (which
depend on 𝑘). On the other hand, applying the same transformation
defined by those eigenvectors obtained at 𝑘a to the matrix flow at a
different value 𝑘b, i.e.,

ΦH
a 𝐄(𝑘b)Φa = 𝐁(𝑘b) , (10)

e obtain some matrix 𝐁(𝑘) that will generally not be diagonal (in
ontrast, Eq. (9b) obviously holds for any 𝑘 as 𝐌 is independent

of 𝑘). The matrix flow is uniformly decomposable if there exists a
fixed similarity transformation such that the resulting 𝐁(𝑘) is a proper
block-diagonal matrix (after appropriate rearrangement) with the same
block structure for all 𝑘. The algorithm suggested by Uhlig applies the
transformation (10) based on the eigenvector matrix Φa to the matrix
flow at a different value 𝑘b within the interval of interest. It then
block-diagonalizes the resulting matrix 𝐁(𝑘b) by re-arranging its rows
and columns. Due to numerical errors in the computation of the finite
element matrices and the eigenvectors, we should define a threshold
below which small values in 𝐁(𝑘) are treated as zeros in order to reveal
he block structure. If the resulting matrix consists of more than one
lock on the diagonal, we identify the columns of Φa corresponding to
ach block

a = {Φa,1,Φa,2,… ,Φa,m} (11)

where 𝑚 is the number of blocks, and Φa,i are matrices formed by 𝑛𝑖
eigenvectors with 𝑛𝑖 being the size of each block. When computing the
eigencurves (in our case, dispersion curves) of the matrix flow, we do
so for the individual blocks separately, i.e.,

�̄� (𝑘)Ψ = �̄� Ψ Ω (12)
4

𝑖 𝑖 𝑖 𝑖 𝑖
with

�̄�𝑖(𝑘) = ΦH
a,𝑖𝐄(𝑘)Φa,𝑖 , (13a)

�̄�𝑖 = ΦH
a,𝑖𝐌Φa,𝑖 . (13b)

3.2. Minimal example

Consider a homogeneous isotropic plate of thickness ℎ = 2 in a plane
train approximation and assume that the horizontal displacements
re fixed on both the upper and lower surface. As a first very rough
pproximation, we discretize the thickness direction by only one linear
inite element, thus interpolating the displacement components by the
wo shape functions

1(𝑦) =
1 − 𝑦
2

, 𝑁2(𝑦) =
1 + 𝑦
2

. (14)

fter applying the Dirichlet boundary conditions, the coefficient ma-
rices are of dimension 2 × 2 and can be calculated analytically (see,
.g., [42]). For convenience, we choose the material parameters: shear
odulus 𝐺 = 1, mass density 𝜌 = 3, Poisson’s ratio 𝜈 = 0.25, leading to

he simple expressions

=
[

2 1
1 2

]

, 𝐄0 =
1
3

[

2 1
1 2

]

, 𝐄1 = 𝟎, 𝐄2 =
3
2

[

1 91
91 1

]

. (15)

It is easy to verify that the eigenvectors can be written as (normalized
to satisfy Eqs. (9))

ϕ1 =
1
√

6

[

1
1

]

, ϕ2 =
1
√

2

[

1
91

]

(16)

with the corresponding eigenvalues

𝜔2
1 = 𝑘2∕3, 𝜔2

2 = 𝑘2∕3 + 3 . (17)

The resulting dispersion curves are plotted in Fig. 2(a). As the eigen-
vectors are independent of 𝑘, they decompose (in this case, even
diagonalize) the matrix flow for any 𝑘. Hence, we obtain two decoupled
problems for the two modes:

ΦH𝐄(𝑘)Φ =
[

𝑘2∕3 0
0 𝑘2∕3 + 3

]

. (18)

Note that while the matrix flow describing the Lamb wave problem
(homogeneous isotropic plate) is generally decomposable into two
blocks, the property of constant eigenvectors here is a consequence of
the simple linear interpolation and will generally not hold when using
a more accurate discretization. The decomposability, in turn, implies
the possibility of mode crossing. However, in this particular example,
the curves defined by Eq. (17) obviously do not cross. If, on the other
hand, we consider the complete 4 × 4 matrices, i.e., without fixing the
horizontal displacements at the surfaces, the resulting matrix flow can
be decomposed into two 2 × 2 blocks and exhibits crossing modes, see
Fig. 2(b). In this case, the analytical calculation is already laborious
and leads to lengthy expressions. Hence, we present only an example
of numerical results of the decomposition for the two values 𝑘a = 1 and
𝑘b = 2:

ΦH𝐄Φ|

|

|𝑘=1
≈

⎡

⎢

⎢

⎢

⎢

⎣

0.15 0 0 0
0 0.86 0 0
0 0 2.18 0
0 0 0 3.47

⎤

⎥

⎥

⎥

⎥

⎦

,

ΦH𝐄Φ|

|

|𝑘=2
≈

⎡

⎢

⎢

⎢

⎢

⎣

1 −0.09 0 0
−0.09 5.33 0 0
0 0 3.51 0.96
0 0 0.96 4.83

⎤

⎥

⎥

⎥

⎥

⎦

. (19)

As a remark, let us appreciate the interesting case of the so-called shear-
horizontal (SH or out-of-plane) modes in a homogeneous plate. Their
eigenvectors are independent of 𝑘, even for arbitrarily fine discretiza-

tion. Hence, the matrix flow can be diagonalized, and the eigencurves
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Fig. 2. Dispersion curves of a homogeneous isotropic plate, discretized by one linear element: (a) fixed horizontal displacements, (b) free surfaces.
an be computed separately for each mode based on the solution at
ny given value of 𝑘 as discussed in detail in [43]. However, such
H modes are known to not exhibit any crossings or osculations [2].
ence, shear-horizontal modes serve as an extreme case in two ways:
irstly, their matrix flow can be exactly diagonalized, which is the finest
ossible decomposition in this sense. Secondly, judging only from the
ecomposability criterion, one would conclude that all of their dispersion
curves are allowed to cross each other. However, it turns out that none
of them cross.

3.3. Repeated eigenvalues

While the simple algorithm for testing the decomposability of a
matrix flow, as summarized above, works remarkably well for most
cases, it has one pitfall that appears to have been overlooked in the
previous literature: If any of the eigenvalues in Ωa computed at the
arbitrarily chosen value 𝑘a are not distinct, it can happen that the
computed eigenvectors Φa do not block-diagonalize the matrix flow at
values other than 𝑘a, even though there is some other similarity trans-
formation that does. This is because the eigenvectors corresponding to
the repeated eigenvalues span a subspace, with any linear combination
being again an eigenvector. Only using the solution at 𝑘a, it is then
generally not possible to find the eigenvectors in the subspace that
block-diagonalize the matrix flow for other values of 𝑘. Note that the
existence of repeated eigenvalues itself reveals information about the
decomposability. Repeated eigenvalues occur either where two modes
cross at isolated points (indicating decomposability) or in special cases
where curves are identical. We will see a practical example of the
latter case in Section 3.5.3. Let us first clarify the problem related to
repeated eigenvalues with the help of another minimal example. As a
small modification of the example discussed in Section 3.2, consider
the matrix flow

𝐄(𝑘) = 𝑘2

4

[

3 2
2 3

]

+ 1
2

[

1 91
91 1

]

(20)

ith the eigenvalues and eigenvectors

(𝑘) =
[

5𝑘2∕4 0
0 𝑘2∕4 + 1

]

, Φ = 1
√

2

[

1 91
1 1

]

. (21)

he two eigencurves cross at 𝑘 = 1 (see Fig. 3), since

(1) =
[

5∕4 0
0 5∕4

]

. (22)

t the crossing point, we also obtain

(1) = Ω(1) =
[

5∕4 0
0 5∕4

]

. (23)

ince the eigenvalues at 𝑘 = 1 are identical, any linear combination of
he eigenvectors Φ is an eigenvector of the matrix flow. In particular,
5

Fig. 3. Eigencurves of the matrix flow defined by Eq. (20).

if we computed the eigenvectors at 𝑘 = 1, an obvious choice would be
(as 𝐄(1) is diagonal)

Φ(1) =
[

1 0
0 1

]

(24)

which clearly does not diagonalize the matrix flow 𝐄(𝑘) at any value
other than 𝑘 = ±1. We shall note that, to our practical application
of identifying mode crossing and osculations in the computation of
dispersion curves, such repeated eigenvalues do not pose a significant
difficulty. Recall that we test the decomposability of the matrix flow
using the complete solution of the eigenvalue problem (7) at some value
𝑘a. If this solution exhibits repeated (i.e., identical) eigenvalues, they
indicate that their eigencurves cross at this point (unless the curves
are identical everywhere, in which case we may choose not to refer
to those curves as crossing). Consequently, we know that they belong
to a block that may be further decomposed. When proceeding with
the computation of the eigencurves for each block, we can continue
testing for the decomposability of each block at consecutive values
of 𝑘. If the repeated eigenvalues are due to mode-crossing, we can
expect the values to differ already at the following 𝑘-values, and, hence,
we will usually find a suitable decomposition in the next step. If, on
the other hand, we obtain the same number of repeated eigenvalues
over the entire range of 𝑘-values, we can assume that these belong to
repeated eigencurves. These are identical everywhere and are trivially
distinguished from true mode crossings and osculations.

Remark 3. As long as we consider polynomial matrix flows, it is
easy to show that two eigencurves can only cross at finitely many
points. In practice, the crossing points are also relatively rare; that is
to say, two modes exhibit only a few such points (if any) over the
frequency range of interest. For these reasons, they do not pose a
significant challenge for computing the block-decomposition. In fact,

when considering the exact continuous problem, finding one of the



Ultrasonics 135 (2023) 107112H. Gravenkamp et al.

a
h
c
b
a

t
f
n
s
e
T
a
c
c
f
e
m
i
d
F
t
a
e
a
a
m

3

f
s
l
o
t
w

d
T
c
H

finitely many crossing points at an arbitrarily chosen wavenumber (out
of infinitely many) has zero probability. When solving the problem
numerically, the probability is finite but small, depending on the chosen
threshold for when two solutions are to be considered identical. More
general matrix flows can, in principle, exhibit infinitely many crossing
points. Still, we would be able to determine the block-decomposition
as long as there are finitely many crossings within the considered
frequency range, and we test for the decomposability at sufficiently
many points.

3.4. Implementation

The algorithm outlined in the previous sections is indeed straight-
forward to implement. A basic yet functional code is presented as a
Matlab script in Listing 1. The code consists only of the main func-
tion, a function defining the matrix flow, a function performing the
decomposition of the matrix flow at a given value of 𝑘, as well as
a function for the computation of the eigencurves for each block.
Each computation uses standard procedures and can be linked to the
steps already discussed. The only non-obvious choice may be the use
of the Dulmage-Mendelsohn permutation, implemented in the built-
in Matlab function dmperm, for identifying the block structure in the
decomposition. This function has been found to be highly efficient and
robust for our application and is included in the code example for
compactness. However, more basic approaches to re-sorting the decom-
posed matrix can readily be devised, as discussed in more detail in [7].
What is omitted for conciseness in the presented code is the treatment
of repeated eigenvalues. They require comparing the eigenvalues at
each 𝑘-value and, in the case of repeated eigenvalues, repeating the
Dulmage-Mendelsohn permutation at the following 𝑘-value until a
decomposition with strictly distinct eigenvalue has been found. Both
versions of the code (the simple one in Listing 1 as well as a slightly
more sophisticated version accounting for repeated eigenvalues) are
available for download, together with the example files to reproduce
the results in this paper [44].

3.5. Numerical examples

3.5.1. Homogeneous isotropic layer
We begin with the classical example involving a homogeneous

isotropic plate with traction-free surfaces. As already mentioned in the
introduction, we know that the symmetric and antisymmetric modes
can exhibit various crossing points, and we expect that this behavior
will also be reflected in the block structure of the associated matrix
flow. We choose the material parameters: shear modulus 𝐺 = 1, mass
density 𝜌 = 1, Poisson’s ratio 𝜈 = 0.2 (assuming dimensionless defi-
nitions throughout). The displacement field is discretized by a single
high-order element of the ‘Lagrange-type’ in the thickness direction
(see, e.g., [24] for details on this type of discretization for the same
application). Here, we use an element of order 19, i.e., 20 nodes along
the thickness. Following the decomposition algorithm outlined before,
we perform a full eigenvalue decomposition of the matrix flow at an
arbitrarily chosen value of 𝑘a = 1 and use the computed eigenvectors
for the similarity transformation at 𝑘b = 2. The resulting block structure
of the transformed matrix ΦH

a 𝐄(𝑘)Φa is shown in Fig. 4. To assess the
block structure, we use a threshold of 10−8, thus treating all entries
with an absolute value below this threshold as zeros in the transformed
matrix. We find that, for this homogeneous plate and the chosen
discretization, the matrix flow can be decomposed into two blocks of
equal size. Computing the eigenvalues separately for each block leads
to the results shown in Fig. 5. As the matrices in this simple example
are very small, the total computational time for obtaining the dispersion
curves based on 200 𝑘-values was then only about 0.04 s on a current
desktop computer (11th generation Intel i9 processors, using the Matlab
implementation as published [44]). In comparison, solving the com-
6

plete eigenvalue problem without decomposition takes roughly twice h
Fig. 4. Block structure of the matrix ΦH
a 𝐄(𝑘)Φa for the case of a homogeneous plate.

s long. Furthermore, we solve the same problem by discretizing only
alf of the plate and applying symmetric and antisymmetric boundary
onditions consecutively. By comparison, we can conclude that the two
locks in the decomposition represent exactly the two sets of symmetric
nd antisymmetric modes.5

While these results may seem expected after the previous considera-
ions, we can make one interesting point: Not only did we discretize the
ull plate by only one element, but since we chose an even number of
odes, there is no node on the line of symmetry. Hence, applying (anti-
ymmetric) boundary conditions between two nodes in the middle of an
lement may not have been obvious in a finite-element implementation.
his can be considered an advantage of the decomposition strategy,
s it allows to ‘divide and conquer’ the computation of dispersion
urves in a very simple manner, even when the application of symmetry
onditions would not be straightforward or obvious. We can also con-
irm the previously mentioned result that the decomposability in this
xample disappears as soon as we introduce a small deviation from the
odel’s symmetry. If we discretize the full plate by two elements but

ncrease the shear modulus of one of the elements by 1%, we obtain the
ispersion curves already shown for illustration in the introduction in
ig. 1. We may remark here that it could be worthwhile investigating
he use of approximate block-diagonalization schemes, which are an
ctive field of research with applications in signal processing, see,
.g., [45]. However, for our application, we did not, until now, find an
lgorithm that proved useful in providing a block-diagonalization that
llows computing the eigencurves with satisfactory accuracy when the
atrix flow is not exactly decomposable.

.5.2. Layered plate
We now consider a plate consisting of two different materials in

ive layers as depicted in Fig. 6(a). The total thickness of the layered
tructure is chosen as ℎ = 6, with the thicknesses of the individual
ayers (1, 1, 2, 1, 1). The structure is discretized using six line elements
f a polynomial degree of 5. Vertical displacements are constrained at
he top and bottom surface, and the material distribution is symmetric
ith respect to the plate’s midplane. All three displacement components

5 We may note that the accuracy of both approaches in our example is
ifferent as we discretize the full and half plate using the same element order.
his leads to more accurate results for the half plate (at higher computational
osts as the problem is solved twice with different boundary conditions).
owever, the results are well converged in the presented frequency range;

ence, no significant deviation is visible.



Ultrasonics 135 (2023) 107112H. Gravenkamp et al.

t
t
b
A
s
p
c
t
s

%% computation of eigencurves utilizing uniform block-diagonalization

% input:

% E0, E1, E2, M: coefficient matrices of matrix flow

% ka: k-value for first decomposition

% kb: k-value for second decomposition

% kC: k-values for computing eigencurves

% thB: threshold for determining block structure

%% main function

function omB=eigencurves(E0,E1,E2,M,ka,kb,kC,thB)

Ea=matrixFlow(E0,E1,E2,ka); % evaluate matrix flow at ka

[Phi,~]=eig(Ea,M); % eigenvalue decomposition

Eb=matrixFlow(E0,E1,E2,kb); % evaluate matrix flow at kb

[ind,nBl]=decompose(Eb,Phi,thB); % block-decomposition of Eb

omB=solveBlocks(Phi,E0,E1,E2,M,ind,nBl,kC); % compute eigencurves of blocks

end

%% definition of matrix flow

function E=matrixFlow(E0,E1,E2,k)

E = k^2*E0 - k*E1 + E2; % evaluate matrix flow

end

%% decomposition of matrix flow E using eigenvectors Phi with accuracy thB

function [ind,nBl]=decompose(E,Phi,thB)

B = Phi '*E*Phi; % apply transformation

B(abs(B)/norm(B)<thB)=0; % neglect small values

[p,~,r,~,~,~] = dmperm(B); % permutation

nBl = numel(r)-1; % number of blocks

ind=cellfun(@(i)p(r(i):r(i+1)-1),...

num2cell(1:nBl), 'UniformOutput ',false); % store block indices

end

%% compute eigencurves for each block

function omB=solveBlocks(Phi,E0,E1,E2,M,ind,nBl,kC)

omB{nBl} = []; % allocate frequencies

for i = 1:nBl % loop blocks

Phic=Phi(:,ind{i}); % eigenvectors of current block

Mb = Phic '*M*Phic; % decomposed mass matrix

omB{i} = zeros(numel(kC),numel(ind{i})); % allocate frequencies

for j=1:numel(kC) % loop k-values

E=matrixFlow(E0,E1,E2,kC(j)); % evaluate matrix flow at k

Eb = Phic '*E*Phic; % current block

omB{i}(j,:)=sort(sqrt(eig(Eb,Mb))); % compute eigenvalues

end

end

end

Listing 1: Simple Matlab code for computing eigencurves of a matrix flow using block-diagonal decomposition. The code and examples are also
available for download [44].
are included in the formulation; hence, we obtain not only the Lamb-
type (in-plane) but also shear-horizontal (out-of-plane) modes. The
material parameters are chosen as

G 𝜌 𝜈
Material 1: 1 1 0.2
Material 2: 2 2 0.4

The resulting block structure is depicted in Fig. 6(b). Note that
he shear wave velocity

√

𝐺∕𝜌 is the same for both materials. Thus,
he shear-horizontal modes are fully decoupled and represented by
locks of unit size. The in-plane modes are represented by three blocks.
s in the example of a homogeneous plate, the symmetric and anti-
ymmetric modes are decoupled due to the line of symmetry at the
late’s midplane. Furthermore, in this particular example, the block
orresponding to the symmetric modes can be decomposed further into
wo smaller blocks as the symmetric modes exhibit another line of
ymmetry as indicated in Fig. 6(a). This additional symmetry exists due
7

to our choice of boundary conditions. If, for instance, we constrained
the horizontal displacements at the surfaces, the block that corresponds
to the antisymmetric modes could be further decomposed. The resulting
dispersion diagrams are depicted in Fig. 7. We plot the eigencurves of
each block and validate the results by comparing all curves against the
solution of the full eigenproblem. The overall computing time using
again 200 𝑘-values was about 0.08 s when employing the decompo-
sition and 0.37 s when solving the full eigenvalue problem at each
𝑘-value.

3.5.3. Three-dimensional waveguide with symmetries
As a further example, we consider a three-dimensional structure,

of which we discretize the two-dimensional cross-section, Fig. 8. The
geometry represents a square pipe with a total width of 1.5 and a wall
thickness of 0.25. The material parameters are 𝐺 = 1, 𝜌 = 1, 𝜈 = 1∕3.
Similarly to the plate structures, it is worthwhile to first consider a
‘manual’ decomposition by applying adequate boundary conditions,

which is, in this case, somewhat less obvious due to the four symmetry
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Fig. 5. Dispersion curves for a homogeneous, isotropic plate. Results are computed separately for the two blocks of the block-diagonalized matrix flow. They are validated by
computing the eigenvalues of the half plate with symmetric (◦) and antisymmetric ((□)) boundary conditions.
Fig. 6. Layered plate example: (a) material distribution, (b) block structure of the matrix ΦH
a 𝐄(𝑘)Φa.
axes at different angles. It is naturally sufficient to reduce the mesh
to a quarter of the cross-section (Fig. 8(b)) and consecutively apply
all combinations of symmetric and antisymmetric boundary conditions
along the 𝑥- and 𝑦-axis to compute all modes. We will refer to these
sets of boundary conditions as ‘SS’, ‘AA’, ‘SA’, ‘AS’ (S: ‘symmetric’, A:
‘antisymmetric’). In addition, the cases ‘SS’ and ‘AA’ have an extra
axis of symmetry, such that we can reduce these subproblems further
to an eighth of the cross-section (8(c)) by again applying, in turn,
symmetric and antisymmetric boundary conditions, say ‘SSS’, ‘SSA’,
‘AAS’, ‘AAA’. Note that, in terms of implementation, the application
of boundary conditions along this axis is slightly more involved, as it
requires rotation of the displacement vectors on the inclined boundary
in order to fix normal/tangential displacements [11]. The cases ‘SA’ and
‘AS’ cannot be reduced further; thus, by these symmetry arguments, we
can divide the task of computing the eigenmodes into six subproblems.

After applying the decomposition algorithm, it may come as a sur-
prise that the resulting block-diagonalized matrix contains five blocks,
see Fig. 9. The reason lies in a peculiarity of this particular example,
leading to repeated eigenvalues. Due to symmetry, the eigenvalues
corresponding to the sets ‘SA’ and ‘AS’ are identical. Roughly speaking,
we can obtain the mode shape of an ‘AS’ mode by swapping the 𝑥-
and 𝑦-components of an ‘SA’ mode. Then, the corresponding eigenfre-
quencies must be the same. Hence, we obtain two sets of solutions
with identical eigenvalues for any 𝑘 but with different eigenvectors!
The large block in the decomposition corresponds to the combination
of ‘SA’ and ‘AS’ modes and is not trivially decomposed further by the
applied transformation. This result is somewhat unsatisfactory from the
viewpoint of efficiency, as the bottleneck in the computation of the
8

dispersion curves still consists in the eigenvalue decomposition of the
largest block – even though we already know that it can be subdivided
by exploiting physical symmetries. However, regarding the discussion
of osculations and mode crossings, this issue does not impose any
additional difficulties, as the repeated eigenvalues are identical for all
values of 𝑘. Fig. 10 shows the dispersion curves obtained by computing
the eigenvalues of the five blocks separately and, for comparison, by
reducing the mesh and applying the different combinations of bound-
ary conditions as discussed before. The eigencurves of the individual
blocks match perfectly with those obtained from the different boundary
conditions. We can also confirm that the solutions of the cases ‘SA’ and
‘AS’ are identical and match the eigencurves of the first block in the
block-diagonalized matrix flow. The computational times for obtaining
the dispersion curves for all blocks (again at 200 𝑘-values) was about 16
s, which is, of course, significantly larger than in the previous examples
due to the relatively large matrix size of 720 × 720. Solving instead the
full eigenvalue problem without prior decomposition took about ten
times longer (166 s).

4. Computation of individual eigencurves by mode tracing

In this section, we apply a method for the computation of indi-
vidual eigencurves that was also developed in the context of general
matrix flows [8]. The approach follows an eigencurve and computes
consecutive solutions starting from an initial value at some 𝑘. This is
in contrast to those mode tracing algorithms mentioned in the intro-
duction that are employed in a post-processing step solely to sort the
already computed solutions into sets of modes. Here, we will attempt
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Fig. 7. Dispersion curves of a layered plate. Results are computed separately for the three blocks corresponding to the in-plane modes as well as for the shear-horizontal modes.
They are validated by computing the eigenvalues of the full matrix.
Fig. 8. Mesh representing the cross-section of a square pipe: (a) full mesh; (b) a quarter of the mesh with symmetric (S) or antisymmetric (A) boundary conditions; (c) an eighth
of the mesh for computing the SS or AA modes.
to use the combined mode tracing and computation after assessing the
block structure of the matrix flow. This facilitates the computation
as the eigencurves of each block do not cross. On the other hand,
9

we note that mode tracing can generally be difficult in the vicinity
of osculations where solutions belonging to different branches can be
arbitrarily similar. This potential pitfall is a drawback shared with
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Fig. 9. Block structure of the matrix ΦH
a 𝐄(𝑘)Φa for the case of a square pipe.

many other approaches that use the general concept of mode tracing.
For instance, in [46], modes are computed by extrapolating previous
solutions through a Padé expansion and converging the same by means
of inverse iteration. Also, in ‘analytical’6 approaches like the Global
Matrix Method that typically involve the numerical minimization of a
function, mode tracing is utilized in a similar manner to facilitate the
root-finding procedure [47,48]. It is worth remarking that, in contrast
to the mentioned ‘analytical’ methods, the following mode tracing
procedure can be applied to waveguides of arbitrary cross-section and
material inhomogeneity.

However, the method described in the following uses a rather
different and maybe surprising formulation. The idea is remarkably
simple and is already concisely presented in [8] for general matrix
flows. Thus, we will not repeat it in length but rather apply it to
our problem at hand (again, with the trivial extension to generalized
eigenvalue problems). The method considers the residual 𝐑(𝑘) of the
eigenvalue problem

𝐑(𝑘) = 𝐄(𝑘)ϕ − �̄�𝐌ϕ (25)

for one mode and postulates the existence of a scheme that results in
the residual decaying exponentially when starting from a perturbed
solution. Exponential decay of 𝐑(𝑘) implies that

𝐑′(𝑘) = −𝜂𝐑(𝑘) (26)

with some algorithmic constant 𝜂 > 0. Here and in the following, the
‘prime’ symbol denotes a derivative with respect to 𝑘. Assuming the
matrix flow to be differentiable, we can evaluate the derivative 𝐑′(𝑘)
by applying the product rule as

𝐑′(𝑘) = 𝐄′(𝑘)ϕ(𝑘) + 𝐄(𝑘)ϕ′(𝑘) − �̄�′(𝑘)𝐌ϕ(𝑘) − �̄�(𝑘)𝐌ϕ′(𝑘) . (27)

Substituting this result into (26) and re-arranging yields
(

𝐄(𝑘)− �̄�(𝑘)𝐌
)

ϕ′(𝑘)−𝐌ϕ(𝑘)�̄�′(𝑘) = −𝜂
(

𝐄(𝑘)− �̄�(𝑘)𝐌
)

ϕ(𝑘)−𝐄′(𝑘)ϕ(𝑘) .

(28)

Since the eigenvectors are determined only up to a multiplicative
constant scalar, we require one additional equation to determine all
components of the eigenvalues. As such an additional equation, we can

6 These methods are analytical in the sense that an exact dispersion relation
is derived. However, the resulting transcendental equation needs to be solved
by numerical root-finding algorithms.
10
choose a normalization (such as the one in Eq. (9b)) and analogously
assume an exponential decay of the residual in the normalization as

2ϕH(𝑘)𝐌ϕ′(𝑘) = −𝜇(ϕH(𝑘)𝐌ϕ(𝑘) − 1) . (29)

Combining Eqs. (28) and (29) yields the following system of nonlinear
first-order ordinary differential equations
[

𝐄(𝑘) − �̄�(𝑘)𝐌 −𝐌ϕ(𝑘)
−ϕH(𝑘)𝐌 0

](

ϕ′(𝑘)
�̄�′(𝑘)

)

=
(

−𝜂 (𝐄(𝑘) − �̄�(𝑘)𝐌)ϕ(𝑘) − 𝐄′(𝑘)ϕ(𝑘)
𝜇∕2 (ϕH(𝑘)𝐌ϕ(𝑘) − 1)

)

, (30)

where Eq. (29) has been divided by 92 such that the matrix in Eq. (30)
is Hermitian. Eq. (30) holds for generalized eigenvalue problems of
arbitrary matrix flows, as long as 𝐌 is independent of 𝑘. In our case,
we substitute

𝐄(𝑘) = 𝑘2 𝐄0 − 𝑘𝐄1 + 𝐄2 (31a)

𝐄′(𝑘) = 2𝑘𝐄0 − 𝐄1. (31b)

The resulting differential equation can be solved as an initial value
problem starting from an eigenvalue/eigenvector pair computed at
some value of 𝑘. Countless numerical methods can be employed for the
solution of this differential equation. Yang et al. [49] initially used a
variable-step solver specifically designed for stiff differential equations,
implemented in Matlab’s function ode15s (see [50] for details). Uhlig
later developed finite-difference schemes for this purpose [8]. Here,
we follow the first recommendation and employ the readily available
ode15s solver, which has shown to be robust for our application.

4.1. Numerical examples

We use the same structures as in Section 3.5 to demonstrate the
applicability of the mode tracing algorithm. We first perform the block-
decomposition discussed in Section 3 and compute the modes for each
block separately. The algorithmic parameters are chosen as 𝜂 = 𝜇 =
0.001. Fig. 11 presents the dispersion curves of the homogeneous plate.
The results agree with those obtained by the direct solution of the
eigenvalue problem. The variable step size, as determined during the
solution, can be seen in the figure. The step size is automatically
increased for large values of 𝑘 where the frequencies depend almost
linearly on the wavenumber. Fig. 12 depicts the dispersion curves of the
layered plate computed in the same way, demonstrating that, despite
the significantly higher complexity, the modes can be traced without
additional difficulty. As an example, we show in Fig. 12(b) an enlarged
detail of 12(a) containing an osculation as well as several crossing
modes in close proximity. Finally, Fig. 13 shows the dispersion curves
of the square pipe (Section 3.5.3) computed using the mode tracing
algorithm. However, for solving this problem, we did not employ the
matrix decomposition algorithm but rather applied all combinations
of symmetric/antisymmetric boundary conditions consecutively before
solving the individual problems by means of the mode tracing proce-
dure. This has been done since the mode tracing does, so far, not work
reliably for the block representing SA/AS modes, i.e., for matrices with
repeated eigencurves. This is currently a shortcoming of this algorithm
and a typical issue when applying mode tracing strategies to problems
involving repeated eigenvalues.

The computational times in comparison to the approach discussed
in Section 3 as well as the direct solution of the full eigenvalue problem
without decomposition are summarized in Table 1. For the method
based on mode tracing, these CPU times include the computation of
all modes shown in the respective figures. In general, the computing
times are larger when using the mode tracing approach compared to the
eigenvalue decomposition after block-diagonalization. However, mode
tracing could be interesting for large problems where few modes are of

relevance.
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c

Fig. 10. Dispersion curves of a square pipe, computed individually for each block (a–e) and compared against those obtained by using symmetric and antisymmetric boundary
onditions. Subfigure (f) depicts the entire mode spectrum over the selected frequency range.
Fig. 11. Dispersion curves of a homogeneous, isotropic plate, computed using the mode
tracing algorithm discussed in Section 4.
11
Table 1
Overview of computational times for the three considered structures employing the two
different approaches discussed in Sections 3 and 4.

Homogeneous plate Layered plate Square pipe

Direct solution 0.08 s 0.37 s 166 s
Decomposition (Section 3) 0.04 s 0.08 s 16 s
Mode tracing (Section 4) 0.9 s 1.9 s 23 s

5. Conclusion

We have discussed and demonstrated by numerical examples that
the decomposability of the matrix flow describing guided wave propa-
gation in semi-analytical models can be tested numerically by a rel-
atively simple algorithm. If such a decomposition exists, it can be
performed straightforwardly, thus subdividing the original matrix flow
into several indecomposable ones of smaller dimensions. This proce-
dure leads, for decomposable matrix flows, to a more efficient al-
gorithm for computing the eigencurves compared to the eigenvalue
decomposition of the full matrix. In addition, this method eliminates
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Fig. 12. (a) Dispersion curves of a layered plate, computed using the mode tracing algorithm discussed in Section 4; (b) detail of the dispersion curves showing an osculation as
well as several mode-crossings.
Fig. 13. Dispersion curves of square pipe, computed using the mode tracing algorithm
discussed in Section 4.

the need for tracing or sorting modes as the eigencurves of the indecom-
posable subproblems do not cross. As a consequence, we can trivially
distinguish (within the accuracy of our numerical model) between
mode crossings and osculations. In addition, we demonstrated that the
alternative approach for computing the dispersion curves by expressing
them as a first-order ordinary differential equation can be used to
compute individual modes and yields robust solutions.
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Appendix. Characterizing the symmetry of guided waves

The level of symmetry of waves guided in a plate can be character-
ized by the energy contained in the wave field’s even and odd parts.
To this end, consider the through-thickness displacement distributions
given by 𝐮(𝑦), which shall be a vector containing the 𝑥-, 𝑦-, and 𝑧-
components as required. Furthermore, assume the 𝑦-axis to be centered
at the plate’s midplane. As a first step, we decompose 𝐮 in its even and
odd parts:

𝐮e(𝑦) =
1
2
[𝐮(𝑦) + 𝐮∗(−𝑦)] , (A.1a)

𝐮o(𝑦) =
1
2
[𝐮(𝑦) − 𝐮∗(−𝑦)] , (A.1b)

where (⋅)∗ denotes complex conjugation. Assume 𝐮 to be normalized to
unit energy (in the signal-processing sense), which shall be character-
ized by the standard scalar product with itself, i.e.,

⟨𝐮|𝐮⟩ = ∫ 𝐮∗ ⋅ 𝐮 d𝑦 = 1 . (A.2)

Noting that the even and odd parts are orthogonal, i.e., ⟨𝐮e|𝐮o⟩ = 0, we
have

⟨𝐮|𝐮⟩ = ⟨𝐮e + 𝐮o|𝐮e + 𝐮o⟩ = ⟨𝐮e|𝐮e⟩ + ⟨𝐮o|𝐮o⟩ = 1 . (A.3)

Hence, the total energy is given by the contributions of the even and the
odd parts. The latter represent precisely the contributions by symmetric
and antisymmetric waves, respectively. Note that ⟨𝐮e|𝐮e⟩ and ⟨𝐮o|𝐮o⟩
attain values between 0 and 1. We prefer to define the level of symmetry
as

𝑆 ∶= ⟨𝐮e|𝐮e⟩ − ⟨𝐮o|𝐮o⟩ = 2⟨𝐮e|𝐮e⟩ − 1 , (A.4)

which varies smoothly from −1 to +1 when transitioning from purely
antisymmetric to purely symmetric waves.
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